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Abstract

New results on the production of charged pions in p+p interas are presented. The data
come from a sample of 4.8 million inelastic events obtaindtti the NA49 detector at the
CERN SPS at 158 GeV/c beam momentum. Pions are identifieddrgyefoss measure-
ment in a large TPC tracking system which covers a majorifmactf the production phase
space. Inclusive invariant cross sections are given ondaajmearly 300 bins per charge
over intervals from 0 to 2 GeV/c in transverse momentum amich 0 to 0.85 in Feynman x.
The results are compared to existing data in overlappingggranges.

*) Corresponding author: Siegfried.Wenig@cern.ch






1 Introduction

The NA49 collaboration has set out to explore a vast experiahi@rogramme concern-
ing non-perturbative hadronic interactions at SPS engrgieis programme covers elementary
hadron—proton collisions as well as hadron—nucleus anttuasienucleus reactions. It is aimed
at providing for each type of interaction large statistiesadsamples obtained with the same
detector layout which combines wide acceptance coveratiecsmplete particle identifica-
tion. It is therefore well suited for the comparison of th&etent processes and to a detailed
scrutiny of the evolution from elementary to nuclear hadrgghenomena. In the absence of
reliable theoretical predictions in the non-perturbasigetor of QCD, it is one of the main aims
of this study to provide the basis for a model independentaggh to the underlying production
mechanisms. This approach has to rely on high quality désangech cover both the full phase
space and a variety of projectile and target combinations.

The present paper addresses the inclusive production gjeth@ions in p+p collisions.
In the multiparticle final states encountered at SPS engrgiegle particle inclusive measure-
ments cover only the simplest hypersurface of a complexidmiénsional phase space. Only
moderate hopes may be nursed to learn enough from such regenis alone to experimen-
tally constrain the non-calculable sector of QCD, and aololil studies beyond the inclusive
surface constitute indeed an important part of the NA49 anogne.

However, as will be shown below, the experimental situaghagn in the most simple case
of inclusive cross sections is far from being satisfactbigtwithstanding a sizeable number of
preceding efforts especially in the SPS energy range whiglait date back several decades, it
has not been possible to obtain sufficiently precise andnatly consistent data sets covering
the whole available phase space. Precision in this contaytlie defined as the possibility to
establish from the existing data an ensemble of cross ssctwich will be consistent within
well defined error limits. From the physics point of viewsleinsemble should permit the study
of the evolution of inclusive yields from elementary to resn interactions. This evolution is
characterized for pions by deviations of typically somesteh percent in comparison to the
most straightforward superposition of elementary hadramtieractions. Its interpretation and
especially any claim of connection with new physics phenarteas to rely completely on com-
parison with elementary data. Due to the poverty of avadlalaita sets in this sector, situations
have arisen where data from nucleus—nucleus collisionsare complete and precise than the
elementary reference.

It seems therefore mandatory and timely to attempt a newteffohis field with the aim
of providing an improved elementary data base.

This paper is arranged as follows. In Section 2, the experialesituation in the SPS
energy range is described. Sections 3 to 6 present the dafadesobtained by NA49 and a
detailed discussion of event cuts, particle identificgtaoss section normalization and applied
corrections. The final data are presented and tabulatedcim8s 7 and 9. A detailed compar-
ison to existing data including a complete statistical gsialis given in Sections 8 and 9. A
short discussion of the results in relation to forthcoming@ementary publications terminates
the paper in Section 10.

2 The Experimental Situation

A band of beam momenta extending from 100 to about 400 GeMiesponding to
an interval iny/s from 14 to 27 GeV may be defined as SPS/Fermilab energy ranghis
interval, quite a number of experiments have publishedusick particle yields [1-12]. They
may be tentatively divided into three different categaries



The first class concerns bubble chamber applications, hestiyrrestricted to relatively
small data samples of order 10 000 events each obtained hétfrérmilab 30 inch bubble
chamber. It is characterized by the absence of particletifd=tion as far as pions are con-
cerned.

The second class covers spectrometer measurements witlsshasangle devices mea-
suring typically well delineated and restricted rangesodpiction angle and featuring complete
particle identification.

A third class contains large solid angle spectrometershigdEHS and OMEGA facilities
at CERN, with the restriction that very few, if any resultsicerning inclusive data have been
published from these experiments.

In the framework of the present publication the data withmaurticle identification and
therefore with heavy assumptions about kaon and baryodsyfel pion extraction have been
discarded from comparison.

We are interested in the available measurements of the ealifitrential cross section
of identified pions
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as a function of the phase space variables defined in this pagensverse momentym and
reduced longitudinal momentum
pL
ITp = \/5/2 ) (2)
wherep;, denotes the longitudinal momentum component in the cms.

A search for such data with pion identification practicallyngnates the first and third
class. The phase space coverage of the remaining spectroexgeriments is characterized
in Fig. 1a for the fixed target configurations. The very liditange of these experiments is
immediately apparent from this plot. Data are scarce orit@ckompletely in the regions of
pr below 0.3 GeV/c and above 1 GeV/c as wellasbelow 0.2. In addition it will be shown
in Section 8.2 below that the most copious data set of Johetah [6] is afflicted with large
systematic deviations which makes it unusable for qudiviaeference.
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Figure 1: Phase space coverage of existing data in the a}j-8f8lab and b) ISR energy range
compared to c) NA49.
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It has therefore been decided to also include some of therrattensive data from ISR
experiments [13-23] into the comparison in t{f@ range from 23 to 63 GeV as indicated in
Fig. 1b. As a detailed study sfdependence over the complete kinematic plane is outsale th
scope of the present paper, only datazat> 0.3 have been used for the comparison. In this
region Feynman scaling is expected to hold on a few perceet \ehereas a more involved
s-dependence is present at law.

The phase space coverage of the NA49 apparatus is showmfacson in Fig. 1c. This
acceptance allows for the first time a detailed study of thegde region and is only limited by
statistics ap; above 2 GeV/c. In addition, there is a restricted loss of ptegee atr > 0.7
in the lowerpy range forr™ due to the interaction trigger used (see Section 3.3).

The main aim of the present paper is to contribute new datercaythe accessible phase
space as densely and continuously as possible in a singégiggnt. This aim needs first of
all a very high statistics event sample. In addition, highldqw particle identification has to be
performed over the accessible range of kinematic variallsesa third basic requirement the
absolute normalization and the systematic error sourceglédtoe controlled on an adequate
level with respect to the statistical uncertainties.

3 The NA49 Experiment

NA49 is a fixed target experiment situated in the H2 beam lite@ CERN SPS accel-
erator complex. It uses a set of large Time Projection Chasn{@@C) together with two large
aperture Vertex Magnets (VTX1,2) for tracking and partidentification. A schematic view of
the detector is shown in Fig. 2 with an overlay of tracks froty@cal mean multiplicity p+p
event. The details of the detector layout, construction@arbrmance are described in [24].

In order to introduce and explain the data taking and armlgslicies adopted in the
present work on elementary hadronic cross sections, sonea@deatures of the detector sys-
tem have to be stressed:

— The data flow from the.8 - 10° TPC electronics channels whose analog outputs are
digitized in 512 time buckets per channel produces evertst about 1.5 Mbyte after
zero suppression. This in turn limits the total number ofnéseghat can be recorded,
stored and processed. The data sample analyzed in this gapesponds to a raw data
volume of 10 Thytes.

— The readout system which has been optimized for operatitim gavy ion collisions
only allows a recording rate of 32 events per acceleratdecyc

— This readout rate can be saturated with rather modest beamsities of about(0*/s
which keeps the rate of multiple events during the;&0open time of the TPC tracker
small enough to be readily eliminated off-line.

— Due to the limitations discussed above, the unbiased rgnoima beam trigger alone
with alternating full and empty target is not feasible. Thpariment has therefore to be
operated with an interaction trigger which unavoidablyaduces a certain trigger bias.
The corrections for this bias are discussed in detail iniGe&.2 below.

3.1 The Beam

The secondary hadron beam was produced by 400 GeV/c primaiigng impinging on
a 10 cm long Be target. Secondary hadrons were selected iana loge set at 158 GeV/c mo-
mentum with a resolution of 0.13%. The particle compositibthe beam was roughly 65%
protons, 30% pions and 5% kaons. Protons were identifiedj@sPEDAR [25] Ring Cerenkov
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Figure 2: NA49 detector layout and tracks of a typical meattiplicity p+p event. The open
circles are the points registered in the TPC's, the dotteesliare the interpolation trajectories
between the track segments and the extrapolations to th eedex in the LH target. The
beam and trigger definition counters are presented in tled.iDetector name abbreviations are
explained in the text.

counter (see insert Fig. 2) with a misidentification probgbof less than10—3. Typical beam
intensities on target werg - 10* particles per extraction of 2.37 s. Two scintillators (SHan
S2 in Fig. 2) provided beam definition and timing, togethethvd ring-shaped veto counter
(VO) reducing the background from upstream interactiomse@ two-plane proportional cham-
bers (BPD1-3 in Fig. 2) with cathode strip readout measuredgtojectile trajectory yielding
150um position and 4.urad angle resolution at the target position where the beaffrigphad

a full width at base of 6 mm horizontally and 4 mm vertically.

3.2 The Target

A liquid hydrogen target of 20.29 cm length (2.8% interactiength) and 3 cm diameter
placed 88.4 cm upstream of the first TPC (VTPC-1) was used.ekhet target length is de-
termined from the distribution of the reconstructed vegiegitions in high multiplicity empty
target events as shown in Fig. 3.

Runs with full and empty target were alternated. As the effydtyevent ratio can be
reduced from initially 18% to 9% after suitable offline cuisid as the empty target rate has
been shown to be treatable as a small correction to the figletalata, see Section 5.1, the
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Figure 3: Distribution of reconstructed vertex positiorhigh multiplicity empty target events
delivering the exact target length.

empty target running could be kept to a fraction of a few patroé the total data taking.

The target was filled with para-Hydrogen obtained in a cldseg liquefaction system
which was operated at 75 mbar overpressure with respectrtosghere. This results, at the
mean atmospheric pressure of 965 mbar measured over thagyreriods of the experiment,
in a density ofp;; = 0.0707 g/cn?. In addition, the cross section determination has to take in
account the density of gaseous hydrogen present in the empty target runs. This density is
obtained from the empty over full target ratio of high muigy events observed in a small
fiducial volume around the target center. The density ratig/ py turns out to be 0.5% which
indicates an increase of the average temperature in theyeanget by about0°K above liquid
temperature. The boiling rate in full-target condition the®n verified to present a negligible
modification of the liquid density.

3.3 The Trigger

Beam protons were selected by the coincidene81G2VO0 vyielding the beam rate
Ryeam- The interaction trigger was defined by a small scintillatmunter (S4 in Fig. 2) in
anti-coincidence with the beam. This counter of 2 cm diam&#s placed on the beam trajec-
tory 380 cm downstream of the target, between the two Vertagmdts. The trigger condition
C-S1:S2:VO0 - S4 delivered the interaction ratég. and Ry for full and empty target oper-
ation, respectively. The corresponding trigger cross@eoet,;, is calculated according to the
formula pH

O-tmg_pH‘l‘NA/A’ (3)

wherel, N4, A andpy denote, respectively, the target length, the Avogadrotemimshe atomic
number and the liquid hydrogen target density. The int@agbrobability in hydrogenP’
has to be extracted from the measured rdtes, Rrr and Ry...,. Taking into account the
exponential beam attenuation in the target, the reductidieam intensity due to interactions
upstream of the target, the reduction of the downstreamaati®en probability in full target
operation, and the gaseous hydrogen content of the empgtteell as discussed above, it is
determined by the relation

Rpr — R R p
1+ ;_TRb ET+RbET + pEHT) . (4)



In this expression higher order terms are neglected. Thetirgs trigger cross section, aver-
aged over three running periods in the years 1999, 2000 a2 20nounts to 28.23 mb. From
this value the total inelastic cross section as measuredA¥ONs derived using a detailed
Monte Carlo calculation which takes into account the measgunclusive distributions of pro-

tons, kaons and pions as well as the contribution from elastttering in order to determine
the loss of events due to produced patrticles hitting S4. Tifereint components resulting from
this calculation are presented in Table 1.

Oirig 28.23 mb
loss from p 3.98 mb
loss fromr, K 0.33mb
contribution fromo,; | -1.08 mb
predicteds;,,., 31.46 mb
| literature value | 31.78 mb]

Table 1: Contributions derived by a detailed Monte Carleaalation to the determination of the
inelastic cross section;,,.;.

It appears that the extracted inelastic cross section carspdth the literature value of
31.78 mb [26] to within one percent. The total trigger loss@@rning inelastic events amounts
to 14.4%. The rejected events come mostly from target diifsa (about 2.5 mb) and from
non- diffractive events containing forward charged p#&#at highr » which hit S4. In order to
account for this event rejection, a topology-dependernrection to the inclusive cross sections
is applied, as described in Section 5.2.

3.4 Tracking and Event Reconstruction

The tracking system of the NA49 detector comprises a setrgé laolume Time Projec-
tion Chambers covering a total volume of about 50 iwo of them (VTPC-1 and VTPC-2 in
Fig. 2) are placed inside superconducting Vertex Magnetis &sicombined bending power of
9 Tm. The magnets define by their aperture the phase spadatdwdor tracking. Two larger
TPC’'s (MTPC-R and MTPC-L in Fig. 2) are positioned downstnezf the magnets in order to
extend the acceptance to larger momenta and to provideisofficack length for precise parti-
cle identification via ionization energy lod%’'/dz measurement. The use of the same detector
for the complete range of interactions implies a separaifahe sensitive TPC volumes with
respect to the beam trajectory. Otherwise, in the case afyhiea collisions non-interacting
beam particles would create excessive chamber loads adeétiséy of secondary tracks would
be prohibitively high. The corresponding acceptance loss$oiwv p particles in ther range
above 0.5 has been remedied by the introduction of a smalldriPthe beam line in between
the two magnets (GTPC in Fig. 2) which, in combination witlotstrip-readout proportional
chambers (VPC-1 and VPC-2 in Fig. 2) ensures tracking aaoeptup to the kinematic limit.
As the target is placed upstream of the magnets there is agreetuction of acceptance at
low p7 in the backward hemisphere which for pions starts to be &ffetor »» < —0.05. The
overall acceptance region for tracking of pions in the faxay /pr plane has been shown in
Fig. 1c.

The event reconstruction proceeds through several stagflyFall charged track can-
didates leaving at least 8 space points (clusters) in the S§R&m are pattern recognized and
momentum fitted. This step includes the formation of globatks from track segments visi-
ble in different TPC’s (see Fig. 2). Secondly, a primary éwantex is fitted using all global
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tracks found in the event together with the measured beark. tAdter a successful vertex re-
construction, a second path of momentum fitting is perforaded including tracks which are
only recorded in the downstream TPC'’s outside the magnetit. fin this final momentum fit,
the fitted vertex point is used as an additional measured paithe track. All tracks with an
acceptable? of the fit are retained for further analysis.

3.5 Event Selection

Two steps of event selection are introduced in order to dlgatine event sample and to
reduce the empty target background.

Firstly, cuts on the beam position close to the target areopaed. The position of the
incoming beam patrticle is registered in three Beam Posibletectors (BPD1-3 in Fig. 2).
The three corresponding measurements are required to helefieled and collinear in both
measured transverse coordinates by imposing that thepeiataon from BPD-1 and BPD-2
to BPD-3 coincides with the beam position measured in BPBs3demonstrated in Fig. 4.
A further, less restrictive cut is imposed on the beam profileese cuts are bias-free as the
measurement takes place before the interaction.

04 -

02t - ' s s

BPD-3 position [cm]

0.4 0.2 0 0.2 0.4
Extrapolation from BPD-1 and 2 [cm]

Figure 4: Beam position at BPD-3 versus extrapolation ohisefom BPD-1 and BPD-2 to
BPD-3. Only events falling between the two lines are acakpte

Secondly, the interaction vertex is constrained to a fiduegion around the target po-
sition by applying a cut on the longitudinal coordinate of tleconstructed vertex position.
Though this cut is very efficient in reducing the empty taigmitribution, it must be carefully
designed as the precision of the reconstructed vertexiposiepends strongly on the event
configuration. In fact, for 5% of the target events with aisleane reconstructed track the re-
construction software does not give a reliable longituldugatex position. The longitudinal
vertex cut is therefore performed depending on the trackipticity and on the track topology.
Short or very small laboratory angle tracks are not enteifiegtrack sample determining the
vertex and the cut boundaries are placed so that no eventtfrertarget is rejected. This is
exemplified in the normalized vertex distributions froml fhd empty target shown in Fig. 5a
and b.

The combined event selection described above reduces ldtveeempty target yield
from 18% to 9% retaining 85% of the liquid hydrogen targetrgseThis final sample corre-
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Figure 5: Normalized vertex distributions from full and emfarget events with selected track
multiplicity a) one and b) five and more. The imposed vertes ewe indicated by arrows.

sponds tat.8 - 10° events which were obtained in three running periods betweeypears 1999
and 2002, as shown in Table 2.

3.6 Track Selection

A track in the NA49 detector is defined by the ensemble of ehss{points) in three
dimensions that a charged particle leaves in the effectbhenve of the TPC system. These
clusters have a typical spacing in track direction of aboatri3@in the VTPC’s and 4 cm in the
MTPC regions. The tracking in a TPC environment has seve@si/e advantages which make
the track selection a relatively straight-forward and sa:

— The local efficiency for cluster formation is practically(® with a loss rate below the
permille level. This is guaranteed by the choice of opergpioint of the readout propor-
tional chambers and by the high reliability of the readoat®bnics which has a fraction
of less thanl 0~ of missing or malfunctioning channels.

— The total number of points expected on each track can béohgledicted by detector
simulation with the exception of some edge regions for th®¥E due to magnetic field

E x B effects.
Events taken Events after cuts
Year | Full target Empty target Full target Empty target
1999| 1211k 41.2 k 906 k 13.7k
2000 2648k 47.8 k 2049 k 16.9k
2002 | 2508k 69.0 k 1814k 21.8k
Total | 6367k 158.0 k 4769 k 52.4 k

Table 2: Data samples analyzed.



— Regions of 100% acceptance can be readily defined in eacmbinebin Az, Apr,
and the azimuthal angle wedged by inspecting the distribution of points per track in
comparison to the expected value. In practice this is aelid#y adjusting\® such that
this distribution does not show tails beyond a well-definestage. This gives at the same
time an experimental handle to stay away from edge regionshwghow a drop of the
number of points.

— The only possibility of track losses or a reduction of tragkdth is due to weak decays
or hadronic interaction in the detector gas. The policy &elbn the present analysis is
to allow a track to be shorter than expected if it has a mininbemgth and if the lost
points are concentrated at the end of the track. It has bedreddoy eye-scans on such
shortened tracks that either a decay (presence of one @ulitiownstream track at an
angle to the primary track) or a hadronic interaction (savadditional tracks emerging
from a defined interaction vertex) is present.

In practice each track entering the analysis sample haytodideast 30 points in order to
ensure a minimum quality of particle identification (seet®c4). This corresponds to detected
track lengths in excess of 90 cm. The only exception to thieroon is in the extreme forward
direction where the GTPC/VPC combination has only 9 spagetp@and where no particle
identification viadE'/dz is feasible. An example of a point number distribution in pitgl
analysis bin is given in Fig. 6.

8 2500 [ T T T T | T T T T T T T T | T T T T ]
=) x_=0.05 A 1
c r F 7
Y 000l P, =0.25GeVic ]
1500 a
10001 1
500 1

o R B, . W [ R L i

0 50 100 150 200
Number of points

Figure 6: Distribution of the number of measured points ig@dal analysis bin at» = 0.05
andpr = 0.25 GeV/c.

The corresponding tracks span 3 TPC’s (VTPC-1,VTPC-2,MTR@Eh an expected
number of about 160 clusters. 2.15% of all tracks are fountim distinct accumulations
around 80 and 30 points, corresponding to tracks detecténltinge end of VTPC-2 (1.7%) and
VTPC-1 (0.45%), respectively. This has to be compared teipected fraction from nuclear
interactions, 1.2% and 0.3%, confirming that the reconstmcoftware does not introduce
short tracks, and therefore potential background, of ulaéx@d sources. The small fraction of
tracks falling below the 30 point cut is corrected for by ths@rption correction described in
Section 5.4.



The track selection criteria defined above have been cdedrbly extensive eye-scans.
This method is made very efficient in the low multiplicity é@mnment of p+p collisions by
the photograph-like picture built up by the measured spadetp and by the excellent pat-
tern recognition capability of the human eye. Based on axerstudies with special care for
potentially problematic areas (high-, edge regions of acceptance, short tracks) the tracking
efficiency is found to be 100% with an upper error limit of 0.5%owx = 0.3 rising to less
than 2% close to the kinematic boundary approached by theOBARRC combinations.

3.7 Acceptance Coverage, Binning and Statistical Errors

The event sample defined above contains a total of about 2i&mgions. In order to
cover the available acceptance in an optimum fashion, armgrstheme presented in Fig. 7 has
been chosen in the variables andp;. There are several aspects determining this choice:

— Optimum exploitation of the available statistics

— Definition of bin centers at user-friendly and consisteti®a ofz andpr

— Compliance with the structure of the inclusive cross sestio

— Sufficiently small bins imp;,; for optimum extraction of ionization energy loss for pdsic
identification

— Avoidance of overlaps and minimization of lost regions

— Optimization of bin sizes for minimum binning effects andresponding corrections

The resulting statistical precision per bin is also indéchin Fig. 7. This precision is
superior or equal to all other existing measurements in Bf&/Bermilab and ISR energy regions
with the exception of a few points at large and/or largec .

T
<%
) Statistical  [ilj 1 - 3%
%, 2+ error 3-10% 4
O, >10%
l_
o
15 B
1+ o
0.5 B
0

0 0.1 0.2 0.3 0.6 0.7 0.8 0.9

Figure 7: Binning scheme inx andp together with information about the statistical error.
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4 Particle Identification
4.1 I|dentification Method, Parametrizations and Performarce

The NA49 detector offers a powerful combination of trackargl particle identification
viaionization energy lossi{ /dz) measurement in the TPC system. This system combines four
large TPC volumes and features track lengths of between 1dné amin the kinematic region
for pions covered in this publication. Each track is samflgdeadout pads of 2.8 and 4 cm
length in the Vertex and Main TPC's, respectively. This Hssin the pattern of sample numbers
N, per track as a function of - andp; shown in Fig. 8 .

14 r

100

pr [GeVic]

150 60

30 A

dZ d4 d6 d8 1

XF
Figure 8: Lines for constant number @F /dxz samples per track in thex/p; plane (restricted
A® range of selected tracks).

ThedE /dx measurement is achieved by forming a truncated mean of thess@allest
charge deposits sampled along each track. The truncasinsfarms the Landau distribution of
the samples into a Gaussian distribution of the mean pek tfdloe number of samples stays
above about 30. Under this condition the relative resotubicthe energy loss measurement can
be parametrized as

o(N,, dE/dz)
dE/dx

where the dependence of the truncated mean on the numbemopfesal £’ /dx(N,) and the
parameters,, a« andj are determined experimentally. To this end, for each of thee@dout
sectors of the TPC system, tracks are binned in laboratomentump,,, and a preliminary
truncated mean distribution is formed with the samples dooutside the sector under study.
Sharp cuts are performed on this prelimindfy/dz measurementin order to separate electrons,
pions, kaons and protons in each momentum bin. Samples fifbenedit, identified tracks in
the given sector are then combined into truncated meansanitirbitrary number of samples
in order to determine the dependences defined above.

The dependence of th& /dz measurement on the number of sampt&s/dx(N;) is
shown in Fig. 9a. The dependences of the resolutiod/ofdz and N, are presented in Fig. 9b
and 9c. The parametessand are fitted to

a=—0.39=%0.03 and £ =0.50=+£0.01

The NA49 TPC system employs different gases based on Ne INTRC and Ar in
the MTPC. The functio@ E/dx(N,) and the parameters and are found to be independent
of the type of gas. Also the parametgy referred to the same pad length is the same for Ne

= O’O%(dE/d?L‘)a 5)
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Figure 9: a) Percentage deviation of the méai dz(N;) from dE /dx(c0) as a function ofV;
resolution as a function of R)E /dx and c)N,. All 3 panels are for MTPC.

and Ar. This has been shown by Lehraus et al. in 1982 [27] andbeaunderstood by the
different behaviour of secondary ionization for differeable gases [28]. The only difference
of resolution observed in the Vertex chambers is due to thaahpad length with a dependence
which is again given by the parameterThe resulting values are

oYerex _ o 41 and oMain _ ( 352

The measured truncated means have a nonlinear relaticioship Bethe Bloch function
which describes the primary ionization loss and has a @iffedependence on particle velocity
(67) in the two gases. This difference which is of the order of%0-for different regions of
(G~ has to be taken into account. Using the above methodologgribegy loss functions are
independently determined for the two gases. In order to aoedamples from the VTPC and
MTPC on the same track two independent truncated means anedo The value from the
MTPC is transformed to the corresponding value of the VTPi@gua linear transformation.
The weighted average of these numbers, taking the respeeswlutions into account, results
in the finald £ /dx measurement.

It has to be mentioned that before the formation of truncatedns a number of cor-
rections have to be applied to each ionization sample. Tdnserns detailed time dependence
extending over the complete data taking period of seveiisy@cluding pressure dependence
up to second order terms, and corrections for track angfesite of magnetic field and drift
length dependences principally induced by the electrahieshold cut combined with electron
diffusion in the gas.

The resulting relative resolution is typically on the 3-4étdl over most of the phase
space covered by this experiment with tails up to 8% at lgwandp; and at largerr due
to the decrease of sample numbers. The scatter pldgfiz values (referred to minimum
ionization) versus track momentum shown in Fig. 10 givesnapression of the performance
with respect to the necessity to separate particles in tiienef the relativistic rise. The lines
shown in Fig. 10 represent the mean response of the detectioe different types of particle
derived from the measured energy loss.

4.2 Fit Procedure and Yield Determination

The particle identification, i.e. the determination of thelgs of individual particle
species is achieved by a fit to tA&’' /dx distribution for a small region of momentum defined
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Figure 10: Energy losgE /dx with respect to minimum ionization as a function of track mo-

mentump; .

by the analysis bin. This distribution is a superpositior@ussians with variances following
for each particle type the parametrization specified in kgard above, and thus taking proper
account of the variation aV, over the bin. Two typical examples are shown in Fig. 11.

%) 4000 T T T T %) 30 T T T T
£ 0.05 2 Xg=0.05
= Xg=0. =] F=Y
G pr=0.2 GeVl/c a) 5 25 | pr=1.7 Gevic b) |
3000 |pjap=8.5 GeVic E P1ab=20 GeV/c
20 b
]
2000 - 15 F p K i
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1000 - €
5F T b
0 i I — il L IE nn
1 12 14 16 1 12 14 16
dE/dx dE/dx

Figure 11:dF/dx distribution for two different: /p7 bins. The line represents the fit.

The fit has in principle nine parameters: four particle ysefdur meanlE /dx values and
the oy parameter describing the width of the individual distribos. The last five parameters
would be determined exactly by the energy loss function aedesolution function (Formula
5) if these quantities could be absolutely predicted. Dugnéocomplexity of the primary and
secondary ionization processes this prediction is, howae¢ possible on the level of precision
needed here. The mean energy loss which is a unique fundtipg,0m = [~ (see Fig. 10)
has therefore to be described by a multi-parameter appeigamwhich must be expected to
show deviations from the measured response. Detectoedealaperfections in the elaboration
of local calibration, magnetic field effects and pulse fatioraintroduce additional deviations
which in general violate th@~ scaling of the elementary process. The resulting pattern of
displacements has a smooth dependence on the kinemaablesras exemplified in Fig. 12,
where the deviations are shown as a functiop,0#t a fixedz  for pions.

Indeed, in order to keep the systematic error of the yieldaetibn well below the sta-
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Figure 12: Deviation of the measured med#n/dx from the predicted one as a functiongf
for pions.

tistical error in a bin, these shifts have to be and can bemni@ted on a sub-percent level by
performing complete nine parameter fits. The fit procedurdmizes they? over the complete
dE /dz distribution in each bin. For thg? definition different prescriptions representing the
degree to which the fit is considered reliable have beende€emparison of the results from
these different prescriptions reveals consistency withénexpected statistical errors, confirm-
ing that there are no visible tails or shape distortionscfiig the yield extraction. The statistical
error of the fit is calculated from the covariance matrix o thine parameters using the stan-
dardy? definition. For the determination of the pion yield which isnainating over most of
the measured phase space, the error turns out to be equal $quhare-root of the number of
pions in each bin with the exception of the far forward rediop > 0.3) discussed in Section
4.5 below. This means that the fitting method itself does nwwboduce any further systematic
uncertainty to be added to the purely statistical flucturtiof the number of pions in each bin.

As each of the 589 /pr bins is fitted individually without imposing external corants,
extensive checks of the fit outputs are performed. In faetrélults have been extracted by three
people with two different programs and the consistency leas lconfirmed in about 300 mutual
cross-check bins.

4.3 The Region ofd £/ /dx Crossing

Below p,,;, of about 3 GeV/c the energy loss functions of pions, kaonspaatbns ap-
proach each other in the so-called cross-over region, ge& i This, together with a significant
reduction of track length in the same region, see Fig. 8, ipitshindependent pion identifica-
tion. On the other hand, as pionsiat = p; = 0 have ap;,;, of 1.3 GeV/c, this region contains
most of the inclusive pion yield and is therefore essenti@amplete the data set.

In order to make the measurement possible, a reflectionitpobalready used in bubble
chamber experiments [29] without any means of particle tileation in this region is em-
ployed. At the lab momentum which correspondscto = pr = 0 for pions, protons are at
:cfp) ~ —0.3. The proton yield can therefore be extracted from forwaetkiward symmetry by
fitting protons in the symmetric bin aﬁ ~ +0.3. The corresponding reflection can be applied
for kaons.

In practice, the complete pion analysis bin is reflected wititon (or kaon) assumption.
ThedFE/dx distributions for the original pion bin and the correspamndproton-reflected bin is
shown in Fig. 13.

The reflection technique is used fpr < 0.3 GeV/c atzr = 0 and up toxr = 0.02
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Figure 13:dFE/dz distribution in a) the pion biny( = 1.3 GeV/c) and b) the corresponding
proton reflected biny(= 48 GeV/c).

atpr = 0.05 GeV/c. The estimated systematic error from this method liewhd% since the
proton and kaon contributions are on the 5-10% level in tmeikatic area. The consistency of
the method has been tested in bins where both the normateatrand the reflection method
are usable, and its reliability was confirmed.

4.4  Electrons at High Momenta

Abovep,,, of about 40 GeV/c the energy loss of pions approaches thiviste plateau
occupied by the electrons, rendering independent extradifficult. This difficulty is enhanced
by the fact that the e/ratio becomes very small, typically of the order of a few pdenin order
to be able to control this small contribution, a Monte Cailodation has been constructed
using7 as the main source of electrons by gamma conversion andzlalitay. Ther® cross
section is obtained as the average of the measured cha@esignd the combined conversion
probability is adjusted from the measurement of theratio atz = 0.05 as shown in Fig. 14.
In the highz r region, the ratio is then constrained to the value predibiethe simulation and
the small excess over the prediction obtained from the fieddd the pion yield.

~
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Figure 14: ef ratio as a function gf; atxr = 0.05. The line represents the Monte Carlo result.
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4.5 Constraints from K/7 and p/m Ratios at High x

The region ofr» above about 0.3 presents specific problems for the indepépaitrac-
tion of kaons necessary to obtain bias-free pion crossaetirhis is due to the fact that the
mean ionization of the different particle types approaathezther towards saturation, and that
the average track length steadily decreases. Furtherthereross sections fall steeply withy,
which progressively reduces the available statistics per b

The combined (K+p)/7~ ratio is rapidly falling withx for all pr values. Thig; av-
eraged ratio as obtained from the NA49 data is shown in Fig.akba function ok . As the
dF/dx fits become rather unreliable for values of this ratio beldevapercent and at low statis-
tics, the measurement is complemented by values from ofiperienents [6, 8] also shown in
Fig. 15a and extrapolated smoothly to zera at~ 0.85.

For K™ extraction, the situation becomes difficult already aboye~ 0.3 due to the
preponderant p component. This leads to problems with tiiep@ndent determination of the
kaon shift with respect to the energy loss function as deedrin Section 4.2 above. In fact the
fit tends to find unphysical local minima gf corresponding to large displacements of ite.

In this area thek* shifts have to be constrained by using the values obtainediéms and
protons. The resulting’ /=" ratios are again compared to data from other experimen§ [6,
which agree well with the results from NA49 at- = 0.3 presented in Fig. 15b. This confir-
mation of consistency is necessary, as for highevalues theX™ /7" ratio was constrained
to that from other measurements. The rapid decrease of theratio to values below 5% at
xr > 0.55 imposes, together with the slightly increasiRg /7 ratio in this region, a limit on
reliablenr™ extraction ate = 0.55.
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Figure 15: a) (K+p)/x~ ratio as a function of » measured by [8] (open circles) and [6] (open
squares) compared to NA49 (full triangles), by ratio as a function of; measured by [8]
(open circles and triangles) and [6] (open squares) cordgardA49 (full triangles).

5 Evaluation of Invariant Cross Sections and Corrections
The invariant inclusive cross section is defined as
3o

f(xp,pr) = E(xF, pr) - d—p;j,(ﬂfF’pT) (6)
wheredp? is the infinitesimal volume element in three dimensional rmotum space.
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This cross section is approximated by the measured quantity

Otrig . An(xFa pr, APB) (7)
Ney Ap? ’

fmeas(xFapTa Apg) = E(xF7pT7 Ap?)) ’

whereAp? is the finite volume element defined by the experimental bithyir,,;, the trigger
cross section discussed in Section 3\3, the number of events originating from the liquid
hydrogen target, andhn the number of identified pions from the target measured inbthe
Ap?. In general and for arbitrary functional shapesféf r, pr), the measured quantit,,..s
depends on the bin widthp? via £ andAn.

Several steps of normalization and correction are necessarder to makef,,... ap-
proachf(zr, pr):

— The numbersV,, andAn have to be determined from the measured full and empty target
yields.

— The fact thaw,;, is not equal tar;,,., necessitates a trigger bias correction.

— An has to be corrected for re-interaction of produced pagitiehe target volume, for
weak decay and absorption of pions on their way through ttectl, and for feed-down
from weak decay of strange patrticles.

— The finite volume elemenkp?® has to be replaced by the infinitesindaf which requires
a binning correction.

This list defines seven corrections which will be discusseain below.

5.1 Empty Target Correction

The particle yieldAn/N,, can in principle be determined from separate yield deteamin
tions in full and empty target conditions for each bin wite formula

<An>FT_ET_ 1 <ATL>FT <AH)ET
Nev B 1—e¢ Nev ‘ Nev ’

wheree = RET/RFT-

In practice the bin-by-bin subtraction would necessitalarge enough event sample
from empty target to comply with the statistical precisidrite full target data and in addition
would give identification problems in the regions of low @agctions where fits to the energy
loss distributions anyhow become critical. Given the caists in data taking of the NA49
experiment and the sizeable reduction of the empty target bath evoked and described in
Section 3, a more efficient approach is used. For the achiengudy/full target event ratio of
9%, the empty target contribution in terms of track numbera given bin is in fact only about
4-5% due to the much larger yield of empty ("zero prong”) dsen this sample. In addition the
empty target events are mostly of the type p+C and p+air amdijywe pion yields in the forward
(projectile) hemisphere which are very similar to p+p @tins. These points make it possible
to extract the cross sections from full target runs alonetarigeat the empty target contribution
as a small correction. Detailed studies have shown thattri®ction, which is about 3—4%,
is the same for™ andn~, has no measurabjg- dependence, and only a slight variation with
xp. The resulting correction, defined as the ratio of the cresian measured with the proper
full-empty subtraction to the one extracted from full tardata only, is shown in Fig. 16.
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Figure 16: Correction factor applied to account for the gmatget contribution as a function
of 2 for the average of ™ andr~.

5.2 Trigger Bias Correction

As explained in Section 3.3 the interaction trigger defingdh® scintillator S4 accepts
only 85.6% of the total inelastic cross section. This biak reflect into the measured cross

sections via the expression

An
fmeas ~ Otrig N— (8)

ev

in a non-trivial way. It will be zero for all event topologi®ath no hit of S4, i.e. for the far
forward region where — once a particle is detected there —untbdr particle can reach S4
by energy-momentum conservation. On the other hand, as liéen shown that particle yields
completely decouple between the forward and the backwamidpdieres [30], the loss of 14.4%
should be entirely felt in the backward region. Thereforeepathdence ony as illustrated in

Fig. 17 may be expected, whereas short range correlatiangdsmodify this prediction in the
forward hemisphere.
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Figure 17: Qualitative expectation of trigger bias cori@tas a function of .

Detailed correction tables are obtained experimentallinbyeasing the diameter of the
S4 counter off-line and extrapolating the observed changedss section to surface zero. The
method resembles the technique used in transmission exgras and relies entirely on mea-
sured quantities. This is important to note as no event geémerodes can be expected to be reli-
able at the level of precision required here. The systensator from this method is dominated
by the statistical error of the evaluation, typically a tactf three smaller than the statistical
error of the extracted data.
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The resulting trigger bias correction over the kinematitgeof the experiment as pre-
sented in Fig. 18a and b follows indeed the expectatiopfovalues above about 0.6 GeV/c.
For smallerpr a significant micro-structure in ther dependence appears which is a reflec-
tion of hadronic two-body correlations driven by resonadeeay (see also the discussion in
Section 10).
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Figure 18: Trigger bias correction as a functionwgfat variousp; for a) 7+ and b))z .

5.3 Re-interaction in the Liquid Hydrogen Target

The produced particles will travel through the target matelownstream of the primary
interaction. Given the 2.8% interaction length of the tafgeprotons, a secondary interaction
will occur in about 1.4% of the cases for produced hadrong ddrrection for this effect is
evaluated using the PYTHIA event generator [31], assumiag) &ll daughter particles from
these secondary interactions are reconstructed at thayrivertex. As hadronic interactions
will also produce pions, not only make them vanish, the atioa factor is> 1.0 in the highx ¢
region and< 1.0 in the lowzr region where pion production dominates. Thedependence
of the correction is shown in Fig. 19.

5.4  Absorption in Detector Material

The correction for pions interacting in the downstream maltef the detector is deter-
mined using the GEANT simulation of the NA49 detector. Baseeye-scans it is assumed that
all primary pions undergoing hadronic interactions befdegction are lost. This assumption
largely simplifies the analysis, and given the small valu¢ghefcorrection even in the critical
regions of phase space, it introduces only a small systemabr. The absorption correction as
a function ofx at two p values is shown in Fig. 20. At low; the z» dependence exhibits
multiple maxima which correspond to the position of the oecasupport tubes of the TPC field
cages [24].
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Figure 19: Correction factor applied accounting for thgeéare-interaction of produced parti-
cles.

[EEN
o

(o]
T
|

Det. abs. corr. [%)]

Figure 20: Correction due to absorption of produced pionkérdownstream detector material.

5.5 Pion Weak Decay

Due to the sizeable decay length of pions in the weak chanrely + v, only a small
fraction of pions will decay on their way through the detectanging from a maximum of
3.6% at the smallest detected, atzr andpr = 0.0 to less than 0.5% faop,,, > 10 GeV/c.
The bulk of these decays will cause neither a loss of thegbariack nor a misidentification
problem. The dip angle of the muon track which is most critfoa its reconstruction at the
primary vertex deviates less thanhfrom the pion direction at the lowest energy, and the muon
takes on average about 80% of the pion momentum. Muons fraayden front of the detector
in the field-free or stray field regions are therefore reaoesed at vertex. The same applies
for decays downstream of VTPC-2. The only sample contnilguto track losses corresponds
to decays inside the magnetic field before the primary traskléft the necessary 30 points for
analysis and where the secondary track escapes recoi@iruthe tracking inefficiency for
this sample, which amounts to 1.5% of pions at the lowestctisdenomentum, is determined
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to about 20%+t 10%, by making use of the total fraction of tracks with lesanttabout 30
points in the low momentum range. This low inefficiency wasfemed by detailed eye-scans,
showing that secondary interactions or kaon decays areitnafgy source of these short tracks,
and not pion weak decays. The resulting correction decsgapedly with increasing laboratory
momentum from a maximum value of 0.36%xat andpr = 0 as shown in Fig. 21.
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Figure 21: Correction due to the weak decay of pions.

As far as particle identification is concerned, muons apgkeifted upwards by about one
standard deviation from the pion position in the energy thssibution. This small deviation is
absorbed in the independent fit of position and width of tloe pieak in each bin.

5.6 Feed-down to Pions from Weak Decays of Strange Particles

It may in principle be a matter of discussion whether decangifrom weak decays
of strange particles should be subtracted or counted iadtal sample. In bubble chamber
experiments with usually a small detector size, most deesgape detection via too long decay
lengths. For decays inside the fiducial volume, secondamyces are readily detected and the
corresponding decay particles eliminated from the sanfollecounter experiments the situation
is less clear. In fixed target geometry the detectors aredonggh to see a sizeable fraction of
the decay daughters and vertex fitting is usually not prezmaeigh to eliminate all secondary
vertices. In the early collider experiments at the ISR one start with the assumption that
almost all decay products are counted into the track samplact none of the experiments
compared to the present data, see Section 8, has attempded-ddwn correction. As feed-
down pions are mostly concentrated at lpw and lowz the case is saved by the fact that
these experiments usually have no acceptance in thes@segio

In view of this situation and as the present experiment hth&éaeeptance in the critical
areas of phase space, a complete feed-down subtractioriosped by considering all relevant
sources, i.eK?, A, ¥+, ¥~ A. The main source of systematic uncertainty is the very &uhit
knowledge of the corresponding production cross sections.

The correction is determined in three steps. First, the oadifferential parent distribu-
tions are adjusted to existing data. With this input, in theasd step, a decay Monte Carlo is
used to predict yields of daughter particles in the/p; bins of the experiment. These yields
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are, in the third step, folded with the reconstruction efficiy which is obtained from a detailed
NA49 detector simulation using complete generated evemttaming the appropriate strange
hadrons.

Thepr integrated density distributions of parent particles &@s in Fig. 22 as a func-
tion of 2. The correspondingy distributions are extracted fdéf? from averaged charged kaon
data and forA from a combined set of bubble chamber, NA49 and ISR data [32].

dn/dx
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0
| 1K (x0.2)
0.05

Figure 22:pr integrated density distributiodn /dxr of parent particles contributing to the
feed-down correction.

The reconstruction efficiency for the daughter pions, deiteed from a full GEANT
simulation of the NA49 detector using VENUS for the inputdimitions, is defined as the ratio
of reconstructed vertex tracks in a given analysis bin taidngghter tracks emitted to the same
bin. As such, this ratio can reach values above 1.0. It has beegfied that the efficiency is
only depending weakly on the input parent-particle distitm, and can therefore be used as a
multiplicative factor.

The average reconstruction efficiency reaches levels af 60% in the lowr - region. It
is rather independent @f- but shows a strong variation with the azimuthal angle whsctiue
to biases in the fitting of decay products to the primary vertdis is exemplified in Fig. 23
which shows the azimuthal dependence for Lambda decay te pwth p,,, = 3.2 GeV/c in
different bins ofp;. This observation leads to the restriction of thevindow in bins which
have otherwise full acceptance for vertex tracks (see &esti).

The resulting total feed-down correction fer and=~ is presented in Fig. 24 as a func-
tion of x5 for variousp; bins. Apparently this correction is very sizeable espéced low pr
and extends rather far up iry- with a complex overall structure. Therefore it is no questio
that great care has to be taken in comparing experimentsundefined feed-down treatment
in these areas.

5.7 Binning Correction

The extraction of invariant cross sections has by necesiig performed in finite bins of
phase space. The measured yield is therefore the integttat @farticle density over the phase
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Figure 24: Correction of feed-down to pions from weak dedays) =+ and b)x~.

space volume element. As the density distribution as ailmcit the azimuthal angle is flat by

symmetry, the problem reduces to a determination of binogrgections inc andpy.
Approximating the variation of particle densityin the coordinate by an expansion in

local derivatives,

p(t) = p(to) + p'(to) (t

(t —tg)*

—to) + p"(to) 5

the measured value corresponding to the bin ceptier

1 t0+A/2

Pmeas (t0> = Z 1%

tofA/2

(t)dt ~ p(to)

1 1 2
—p (to)A
+ 57" (to)
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up to second order terms, whefeis the bin width. Hence the difference between the real
particle density at, and its measured value is proportional to the second demvaf the
density function and to the square of the bin width. This agination holds if the difference
does not exceed the level of a few percent.

For the functional forms discussed here the second deré/atay be approximated from
neighbouring data points by

o~ ( (R Do) ) 2

whereA; = t; — ty andAy = tg — ts.

The generalization of the method to the case of double dffital cross sections is
straightforward and it can be shown that the correction camédtermined independently in
the two coordinates.

The above consideration defines the binning correctiongchvban be evaluated for all
data points if statistics permits an estimation of the sda®@rivative. The statistical uncertainty
induced by the correction, determined by the error of nedgining points, is about a factor of
10 lower than the error of the data points itself. The dirggdli@ation of the correction makes
it model or parametrization independent.

The correction is on the 1-4% level as shown in Fig. 25 for stypecal pr andzp
dependences. In fact, one of the important aspects in theraon of the binning scheme, see
Section 3.7, is to keep this correction low in the high st&igsregions in order to capture the
structures of the density function in an optimum fashione Témaining systematic error from
neglecting higher terms is below 0.5% as verified by MontddCstudies.
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Figure 25: Correction due to the binning ingg) and b)x . Full circles represent the correction
for a fixed bin of Apy = 0.1 GeV/c andAzr = 0.05, respectively; open triangles describe the
correction for the bin sizes actually used.
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6 Systematic Errors

In addition to the overall normalization uncertainty, tloerections discussed in Section 5
introduce systematic errors which are estimated by allgvéppropriate error bands for the
underlying physics inputs. The corresponding values arengin Table 3. By summing up all
contributions, an upper limit of 4.8% for the total systeimancertainty can be claimed.

Normalization 1.5%
Tracking efficiency 0.5%
Trigger bias 0.5%
Feed-down 0.5-1.5%
Detector absorption

Pion decayr — p + v, 0.5%
Re-interaction in target

Binning 0.3%
Total (upper limit) 4.8 %
Total (quadratic sum) 2.0%

Table 3: Summary of systematic errors.

It should be noted that in the high- region where certain assumptions have to be made
on K™ /=" and K~ /= ratios for the purpose of particle identification, addiabeystematic
uncertainties of between 1 and 3% have to be added.

Further information on the error sources is contained in Eegwhich gives the distribu-
tions of each single correction and of the resulting totatexdion for the 589 data points of this
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Figure 26: Distribution of correction for a) target re-irgetion, b) trigger bias, c) absorption in
detector material, d) pion decay, e) empty target contiobyf) feed-down, g) binning, and h)
resulting total correction.
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experiment. It appears that the individual corrections gensate to a large extent in the overall
result so that only few points had to be corrected by more . This might give some
support to the estimation of the total systematic error astim of the squares to only 2%. This
low value has to be regarded with some caution since the ew#ne the first to recognize that
this way of minimizing possible systematic uncertaintias been in the past, one of the ma-
jor flaws of the quantitative determination of hadronic sresctions. Finally, only comparison
between different independent measurements can help tystadd the problem of systematic
error propagation. This comparison will be attempted intias 8 and 9 below.

7 Results

The following chapter presents the double differentiahimant cross sections for charged
pions resulting from the event sample and from the extraciiod correction procedures dis-
cussed above. The basic numerical information is sumnthiizeata tables. The completeness
and the small statistical and systematic errors of these alkdw the identification of a com-
plex structure in their dependence on the kinematic vaggidhich cannot be parametrized by
straight-forward arithmetic expressions. A numerica¢ipblation scheme has therefore been
developed. The resulting curves are presented togethleitgtdata points ip distributions
at fixedz , in x5 distributions at fixeg, and in corresponding™ /7~ distributions. Finally,
the cross sections are also shown in their dependence aityapand transverse mass;.

7.1 Data Tables

The following Tables summarize the double differentiabinant cross sections as a func-
tion of x andp for the binning scheme discussed in Section 3.7 above. Thisnse results
in 281 measured values far" (Table 4) and 308 values far~ (Table 5) production, the dif-
ference for the two charges being due to the limitatior dfidentification in the region above
xp = 0.55 (see Section 4.5).

The detailed structure of the data tables results from tieengit to cover as completely
as possible the available phase space with bins which comtythe statistical errors of the
data spanning five orders of magnitude in cross section.

7.2 Interpolation Scheme

Although the data binning has been chosen to correspondltal@feed bin centers in
xpr andpr, it is desirable to also offer an interpolation scheme wipicbduces smooth overall
xr and pr dependences for the internal extension of the data to na@suned intermediate
values and for comparison with other data measured at éiftes- andp; values. Any attempt
at such numerical interpolation meets with the problem thatdense phase space coverage
combined with the small statistical errors of the data risvaanicrostructure both in the- and
xr dependences which makes a description with arithmetiapetr&zations if not impossible,
then at least incompatible with the data quality. A mulfisteanual interpolation method is
therefore selected which relies on local continuity of thess sections both in ther andx
variables and which complies with the statistical accumaitthe data points. The final result
can be controlled by evaluating the distribution of theatéinces between data and interpolated
values, divided by the statistical error of each data pdinis distribution should be a Gaussian
centered at zero and with variance unity if the interpotfasoheme does not introduce a bias.
As shown in Fig. 27 this is indeed the case for the 589 datapoirthis experiment.
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flzp,pr) Af
pT\mF 0.0 0.01 | 0.02 0.025 0.03 0.04 0.05 0.06 0.07 0.075
0.050 | 62.87 0.61 62.79 0.6669.44 0.6% 51.53 0.63 43.29 0.63 37.64 0.7% 32.64 0.86 29.78 0.98
0.100 | 59.66 0.58 58.91 0.6254.55 0.48 51.49 0.54 45.19 0.54 41.09 0.63 36.46 0.73 32.92 0.81
0.150 | 51.20 0.5% 50.87 0.5847.98 0.5% 45.66 0.58 42.21 0.48 39.68 0.54 36.39 0.59 34.55 0.67
0.200 | 41.42 0.6% 40.78 0.4939.58 0.51 37.37 0.5¢ 35.33 0.54 33.69 0.50 31.49 0.58 29.16 0.63
0.250 | 32.00 0.57 31.93 0.53%30.47 0.5% 29.47 0.61 27.77 0.53 26.54 0.60 25.04 0.68 23.80 0.63
0.300 | 24.11 0.49 23.89 0.6223.03 0.6 22.00 0.67 21.35 0.69 20.37 0.62 19.44 0.71 18.71 0.68
0.400 | 13.20 0.57 13.21 0.5712.76 0.58 12.11 0.61 11.56 0.43 10.89 0.3%
0.500 | 7.212 0.77 7.297 0.787.046 0.8 6.690 0.8% 6.423 0.59 6.033 0.6
0.600 | 4.102 1.02 3.920 1.073.923 1.06 3.723 1.11 3.585 0.77 3.356 0.7
0.700 | 2.219 1.41 2.233 1.4(2.170 1.43 2.027 1.52 2.007 1.01 1.924 1.1
0.800 | 1.213 1.86 1.259 1.871.183 1.89 1.148 1.94 1.156 1.3 1.082 1.3
0.900 | 0.689 2.49 0.681 2.510.702 2.43 0.692 2.47 0.652 1.96 0.607 1.9
1.000 | 0.386 3.3]1 0.397 3.220.383 3.33 0.383 3.32 0.379 2.54 0.368 2.6
1.100 | 0.248 2.6 0.236 3.4 0.223 3.3% 0.219 34
1.200 | 0.136 3.54 0.135 4.5¢ 0.120 4.32 0.128 4.1
1.300 | 0.0797 4.56 0.0750 6.0 0.0729 5.55 0.0734 5.6
1.400 |0.0482 5.99 0.0448 8.04 0.0443 6.9¢ 0.0473 6.5
1.500 | 0.0296 7.61 0.0277 9.96 0.0302 8.4 0.0266 9.2
1.700 | 0.0122 6.14 0.0115 6.76
1.900 |0.00406 10.p 0.00373 11.9
2.100 [0.00172 15.4 0.00149 18.8
pT\mF 0.08 0.1 0.12 0.15 0.2 0.25 0.3 0.35 0.45 0.55
0.050 | 27.71 1.07 24.05 0.9222.01 1.04 19.13 0.92 17.35 1.08 15.80 1.57 11.80 2.06 7.690 2.7% 3.720 3.18
0.100 | 29.30 0.91 25.11 0.7722.98 0.89 20.40 0.78 16.72 0.93 1459 1.3%11.23 1.8]1 6.811 2.1]1 3.734 2.28
0.150 | 30.72 0.7% 26.17 0.6%3.42 0.7% 20.15 0.6% 16.16 0.78 12.87 1.16 9.319 1.68 5.970 1.82 3.266 1.94
0.200 | 27.80 0.67 24.38 0.5921.57 0.67 18.40 0.59 13.64 0.73 10.84 1.10 7.535 1.57 5.169 1.6} 2.812 1.82 1.683 2.3
0.250 22.94 0.66 20.16 0.5918.06 0.67 15.33 0.57 11.59 0.71 8.601 1.17 6.478 1.55 4.354 1.62 2.435 1.7%
0.300 18.18 0.7]1 16.19 0.6(14.57 0.67 12.59 0.58 9.413 0.72 7.164 1.14 5.146 1.5Y 3.659 1.61 1.970 1.79 1.198 2.1
0.400 10.00 0.42 8.047 0.40 6.189 0.6]1 4.754 0.8% 3.514 1.16 2.590 1.18 1.388 1.29 0.853 3.5
0.500 5.749 0.5 5.026 0.4¢ 4.040 0.68 3.204 0.98 2.367 1.2%1.812 1.28 0.949 1.37 0.538 3.94
0.600 3.186 0.64 2.874 0.6%2.561 0.77 2.071 1.06 1.681 1.38 1.313 1.38 0.660 1.49 0.349 4.5
0.700 1.770 1.02 1.623 0.83 1.452 1.02 1.272 1.2%1.006 1.63 0.863 1.58 0.482 1.67 0.227 5.2
0.800 1.027 1.4% 0.905 1.04 0.806 1.29 0.697 1.58 0.608 1.98 0.490 1.96 0.305 1.98 0.148 6.2
0.900 0.576 2.03 0.516 1.350.471 1.63 0.398 2.01 0.304 2.64 0.281 2.47 0.188 2.390.0956 7.2
1.000 0.356 2.4 0.298 1.71 0.252 2.14 0.219 2.5¢ 0.181 3.27 0.158 3.14 0.101 3.100.0592 8.7
1.100 0.203 3.67 0.176 2.41 0.155 2.72 0.130 3.18 0.113 3.980.0802 4.160.0514 4.070.0326 7.8
1.200 0.125 4.27 0.106 3.360.0876 3.490.0739 4.110.0555 5.460.0497 5.090.0290 5.2}
1.300 0.0701 6.0 0.0653 4.540.0530 4.4Y0.0482 5.160.0405 6.200.0274 6.740.0189 6.380.00724 15.
1.400 0.0416 7.65 0.0405 5.590.0295 7.450.0246 6.720.0234 7.920.0169 8.280.0116 7.74
1.500 0.0290 9.238 0.0258 7.490.0204 7.790.0179 9.450.0138 4.980.0110 7.010.00612 8.78.00214 26.
1.700 0.00981 7.56 0.0114 7.78.00720 9.78.00615 10.8.00527 7.6.00448 10.1.00315 11.8
1.900 0.00339 12.7 0.00374 13.90.00323 13.7 0.00273 10.1.00209 17.y
2.100 0.00215 17..00151 22.6 0.00110 24.b

Table 4: Double differential invariant cross sectipfx r, pr) [mb/(Ge\?/c?)] for =+ produced
in p+p interactions at 158 GeV/c. The statistical uncetyainf is given in %.
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fzp,pr) Af
pr\TF 0.0 0.01 0.02 0.025 0.03 0.04 0.05 0.06 0.07 0.075
0.050 | 59.19 0.52 55.36 0.57 49.58 0.69 41.35 0.70 35.72 0.67 30.52 0.81 26.76 0.93 23.79 1.0%
0.100 | 54.40 0.48 52.21 0.52 47.69 0.49 41.32 0.57 35.95 0.59 31.55 0.71 27.53 0.81 24.76 0.91
0.150 | 46.74 0.47 45.73 0.48 41.85 0.57 37.78 0.63 34.21 0.51 30.42 0.61 27.50 0.68 24.47 0.77
0.200 | 37.85 0.58 36.91 0.51 34.65 0.5% 31.96 0.62 29.26 0.57 26.45 0.5% 24.03 0.65 22.16 0.71
0.250 | 29.00 0.59 28.74 0.5% 26.68 0.59 25.41 0.66 23.56 0.58 21.70 0.68 19.90 0.74 18.51 0.69
0.300 | 22.02 0.68 22.25 0.67 20.62 0.67 19.51 0.70 18.26 0.7% 16.87 0.69 15.98 0.79 14.91 0.71
0.400 | 12.28 0.61 12.05 0.62 11.63 0.5% 10.75 0.59 10.05 0.4% 8.853 0.39
0.500 | 6.673 0.80 6.371 0.88 6.296 0.84 5.946 0.91 5.697 0.63 5.069 0.67
0.600 | 3.498 1.10 3.542 1.11 3.507 1.12 3.261 1.2 3.147 0.81 2.849 0.86
0.700 | 2.016 1.44 1.959 1.47 1.893 1.51 1.852 1.5% 1.705 1.06 1.616 1.19
0.800 | 1.098 1.9%1.089 1.96 1.101 1.94 1.049 2.08 0.982 1.41 0.940 1.48
0.900 | 0.641 2.51 0.616 2.59 0.622 2.57 0.570 2.8 0.567 2.08 0.529 2.02
1.000 | 0.346 3.37 0.372 3.43 0.341 3.43 0.336 3.48 0.318 2.68 0.307 2.79
1.100 | 0.209 3.09 0.215 3.64 0.190 3.3% 0.181 3.58
1.200 | 0.122 3.67 0.117 4.91 0.111 4.52 0.0982 5.38
1.300 |0.0784 4.64 0.0686 6.49 0.0597 6.04 0.0582 6.39
1.400 | 0.0469 5.91 0.0411 8.28 0.0372 7.76 0.0329 8.41
1.500 |0.0242 8.338 0.0262 10.5 0.0232 9.59 0.0212 10.5
1.700 | 0.0102 6.25 0.00785 8.09
1.900 |0.00399 10.B8 0.00344 12.2
2.100 (0.00124 27.4 0.00162 17.y7
pr\TF 0.08 0.1 0.12 0.15 0.2 0.25 0.3 0.35 0.45 0.55
0.050 | 21.27 1.1917.41 1.0414.35 1.26 11.31 1.16 7.564 1.55 6.064 2.3¢ 4.669 3.32 3.007 4.44 1.418 5.09
0.100 | 21.39 1.0 17.17 0.90 14.49 1.08 11.40 1.02 7.652 1.383 5.802 1.97 4.429 2.94 2.964 3.17 1.494 3.52 0.528 5.91
0.150 | 21.66 0.87 17.62 0.78 14.45 0.96 11.23 0.84 7.367 1.11 5,539 1.63 3.971 2.51 2.712 2.6¢ 1.300 3.0Y7
0.200 | 20.30 0.79 16.41 0.7]1 13.62 0.87 10.63 0.7¢ 6.743 1.00 4.839 1.51 3.453 2.30 2.191 2.57 1.191 2.79 0.550 4.2
0.250 | 17.28 0.80 14.32 0.67 12.03 0.81 9.195 0.73 5.986 0.9% 4.334 1.52 2.872 2.31 2.152 2.30 0.978 2.71
0.300 | 13.89 0.77 12.27 0.70 10.08 0.7% 8.226 0.71 5.279 0.92 3.795 1.47 2.538 2.2]1 1.689 2.37 0.875 2.28 0.432 3.9
0.400 7.674 0.4 5.567 0.48 3.892 0.76¢ 2.741 1.06 1.914 1.57 1.286 1.66 0.637 2.30 0.267 4.23
0.500 4.524 0.57 3.485 0.54 2.646 0.83 1.908 1.14 1.366 1.66 0.927 1.7% 0.429 2.49 0.194 4.4¢
0.600 2.564 0.71 2.133 0.7% 1.670 0.96 1.258 1.28 0.958 1.82 0.676 1.89 0.305 2.68 0.133 4.88
0.700 1.492 1.1% 1.225 0.92 1.010 1.20 0.788 1.50 0.600 2.18 0.441 2.18 0.211 2.990.0821 5.78
0.800 0.867 1.6 0.686 1.18 0.590 1.49 0.474 1.84 0.364 2.55 0.265 2.63 0.135 3.550.0627 6.15
0.900 0.472 2.2% 0.401 1.48 0.328 1.90 0.270 2.29 0.226 3.07 0.165 3.150.0840 4.220.0345 7.78
1.000 0.264 2.81 0.234 1.883 0.181 2.4% 0.159 2.86 0.133 3.800.0971 3.890.0524 5.340.0185 10.1
1.100 0.174 3.68 0.139 2.69 0.115 2.990.0880 3.710.0779 4.770.0553 4.900.0315 5.410.0126 8.19
1.200 0.105 5.1 0.0803 3.650.0680 3.780.0514 4.6Y0.0421 6.380.0332 6.14
1.300 0.0606 6.51 0.0499 4.990.0401 4.800.0332 5.680.0247 7.980.0187 7.980.0103 6.3%0.00463 12.6
1.400 0.0420 7.6y 0.0320 6.090.0225 7.270.0186 7.350.0136 10.Y
1.500 0.0201 11.1 0.0196 8.760.0131 9.180.0137 10.1.00879 6.210.00676 6.18.00439 8.910.00104 24.9
1.700 0.00868 8.0p 0.00885 8.78.00488 11.10.00466 11.%.00338 9.6/D.00276 9.41.00127 17.8).00052 33.2
1.900 0.00254 14.6 0.00255 16.8.00197 17.0 0.00114 16.5
2.100 0.00071 30.9).00101 23.8
pr\TF| 065 0.75 0.85
0.100 | 0.221 7.4{0.0588 15.80.0259 25.0
0.300 | 0.149 5.1 0.0409 10.60.0111 21.8
0.500 [0.0582 6.3 0.0199 11.%.00421 26.7
0.700 |0.0282 7.90.00742 16.(0.00236 30.p
0.900 [0.0142 9.50.00250 24.1%.00116 37.6
1.100 |0.00517 14.%.00185 25.8.00014 101
1.300 |0.00161 23.%.00074 37.8.00012 10
1.500 |0.00048 41.j0.00019 68.4
1.700 |0.00014 71.4

Table 5: Double differential invariant cross sectipfx r, pr) [mb/(Ge\#/c?)] for =~ produced
in p+p interactions at 158 GeV/c. The statistical uncetyainf is given in %.
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Figure 27: Histogramme of the differencésbetween the measured invariant cross sections
and the corresponding interpolated values and=— combined) divided by the experimental
uncertaintyA f of the data points.

In the Figures shown in the subsequent Sections, the ingipo for 7+ is extended
beyond the region of identificatiomz > 0.55, by using data from experiments at ISR energies.
This is discussed and justified in Section 8.2.

7.3 Dependence of Cross Section gi- and z

The general behaviour of the invariant cross section as etibmof p, at fixedx is
presented in Fig. 28. In order to clearly bring out the shajpéugion and to avoid overlapping
of the interpolated curves and error bars, the values aesulesitz - values are multiplied by
factors of typically 0.5 as given in the figure caption.

The observeg@; dependence is definitely not describable by a simple ovexalbnential
parametrization at any value ©f-, unless one wants to introduce local exponential slopepara
eters for small regions qf;. In addition, distinct structures are found at lpwandz < 0.3
and in thepy range from 0.5 to 1 GeV/c fary > 0.25. The structure at low; is shown in
more detail in the linear plots of Fig. 29 where a local maximatp, ~ 0.15 GeV/c is seen to
develop in the region.03 < z» < 0.2. This maximum is less pronounced for than forr™.

Corresponding: distributions at fixed values gf are presented in Fig. 30. Again in
order to clarify the overall shape development, the curgeshfe three lowest; values 0.050,
0.100 and 0.150 GeV/c are multiplied by different factorsafied in the figure caption.

The lowpr region is magnified in the plots of Fig. 31 where the measuresiscsections
are displayed without multiplication. A complicated crasser pattern with several inflexion
points is evident fop values below 0.3 GeV/c which is again less developedrfothan for

.
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Figure 28: Invariant cross section as a functioppft fixedz for a) 7+ and b)r~ produced
in p+p collisions at 158 GeV/c. Data and lines are multipBadcessively by 0.5 far™ and by
0.5uptoxr = 0.35and 0.75 forr > 0.45 for 7~ to allow for a better separation.
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Figure 29: Invariant cross section as a functioppft fixedz for a) 7™ and b)r~ produced
in p+p collisions at 158 GeV/c. The behaviour in the Ipwregion is emphasized by using a

linear scale.
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Figure 30: Invariant cross section as a functionagf at fixed p; for a) #* and b) 7~
produced in p+p collisions at 158 GeV/c. The stepspin are 50 MeV/c up topr =
0.300 GeV/c, then 100 MeV/c up to 1.5 GeV/c and finally 200 MeV/c. ®and lines for
pr = 0.05,0.1,0.15 GeV/c are multiplied by 2.25, 1.5, 1.1, respectively, t@allfor a better
separation.

32



0T @ Na49 pp—=TT X
b = 0.050
0.1.00 i

50

f [mb/(GeV?/c?)

0.300
0.400
0.500
0.600

Figure 31: Invariant cross section as a function pft fixedpr for a) 7 and b)r~ produced in
p+p collisions at 158 GeV/c. The lowy- and lowp region is magnified in order to demonstrate
the complicated behaviour of the invariant cross sectidhisiregion. Note that data and lines
are not multiplied by factors in contrast to Fig. 30.
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7.4 7t /7~ Ratios

The distinct differences in the distributions #f and7~ over phase space result in a
complex pattern of the corresponding /7~ ratios. This is demonstrated in Figs. 32 and 33
where thepr dependence for fixedr and ther» dependence for fixegr are shown in separate
panels.

The well-known increase of the ratios with- up to values of about 3 aty ~ 0.5 is
evident (see also Fig. 46); but for the first time with thesedaell defined structures at low
(< 0.3 GeV/c), intermediate)(5 — 0.7 GeV/c) and higlpr (> 1.5 GeV/c) as well as around
0.25 become visible.

T
X = 0.0 X, = 0.01

+

/Tt

+

/Tt

P, [GeV/c] . . P, [GeVic] . ' P, [GeVi/c] . . P, [GeVi/c]

Figure 32: Ratio of invariant cross section for andz~ as a function op at fixedz .

7.5 Rapidity and Transverse Mass Distributions

It is customary to view double differential invariant cregstions also on the phase space
subsurface ofy andpr although these two variables are not orthogonal in momersjpace.
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Figure 33: Ratio of invariant cross section for and7~ as a function ofr at fixedpy.

The data of Tables 4 and 5 are readily transformedgjrdastributions at fixed values gfr and
shown in Fig. 34.

At fixed p they distribution corresponds essentially to a distorted lrdjnal momen-
tum distribution. The structures observed as a functiomoWwill therefore also appear at the
corresponding, values which is indeed the case. This is visible in more tatahe magni-
fied y distributions forpr < 0.5 GeV/c shown in Fig. 35. With increasing- these structures
happen to be less pronounced as compared to ghdistributions (Fig. 31) due to the different
projection of phase space.
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Figure 34: Invariant cross section as a functionaft fixedpr for a) 7+ and b)x~ produced
in p+p collisions at 158 GeV/c. The stepspp are 50 MeV/c up tgpr = 0.300 GeV/c, then
100 MeV/c up to 1.5 GeV/c and finally 200 MeV/c.
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Figure 35: Invariant cross section as a functionaft fixedpr for a) 7+ and b)x~ produced
in p+p collisions at 158 GeV/c. The lops- region is magnified in order to demonstrate that the
complicated behaviour of the invariant cross section;ns also apparent ig.
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Another frequently used variable is the transverse mass= \/m2 + p. In fact, the
shape of then distributions is often claimed to be close to exponentidhwain inverse slope
parametefl’ as predicted for particle emission from a thermal sourcé&idn 36 the invariant

cross section is presented as a functiomegf— m, for 7 and=x~ produced afy = 0.0.
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Figure 36: Invariant cross section as a functiomaf — m, for a) #* and b)x~ produced at
y=0.0

The quality of the data allows to demonstrate that the shéghe o1 distributions cannot
be described by a single exponential and makes the detdramraf the local inverse slope
T(mr — m,) as a function of transverse mass possible. As shown in Fith&® is, both for
7+ and form—, a smooth and continuous variationBfwith m; — m, around a minimum of
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Figure 37: Local slope of the:r distribution as a function afiy — m, for 7+ andz .
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T = 0.155 GeV atm; — m, ~ 0.250 GeV/& extending to values in excessBf= 0.200 GeV
both at low and and highy — m.,.

8 Comparison to other Data
8.1 Comparison at SPS/Fermilab Energies

As shown in Section 2 above, there are only two precedingreérpats which measured
double differential cross sections for identified pions vertapping ranges of/s allowing for
direct comparison. The data of Brenner et al. [8] from thenfilab SAS spectrometer offer
107 data points at beam momenta of 100 and 175 GeV/c, the tldthoson et al. [6] com-
prise 241 data points at the three beam momenta 100, 200 &@eNy/c. The corresponding
comparisons are presented in Figs. 38, 39 and 40 where gmpatated NA49 data are used
as reference and are shown as full lines at those values ahdp; where direct comparison
is feasible. As the Johnson data have not been obtained dt:fixbut with respect to the ra-
dial scaling variable:r, = E“™*/E¢"* | their positions have to be retransformed intovalues
depending both op and,/s. Therefore in this case only- distributions at fixegh are given.

Inspection of Figs. 38 and 39 reveals that the SAS data shovod gverall agreement
with NA49, whereas very sizeable systematic deviationk witomplicategr andz depen-
dence appear in the Johnson data (Fig. 40). This situatiqureistified in the statistical analysis
presented in Fig. 41.

In Fig. 41a and d the distribution of the point-by-point &tftal error of the cross section
difference is given. These errors have most probable vavmsnd 6 and 4%, respectively,
which are governed by the statistics of the spectrometegraxents. The long upwards tails
are reflecting the decrease of cross section at hjgand/orp;. Here the NA49 errors become

10 |

f [mbi(GeV%c?)

01}

0.01}

P, [Gevic] p, [GeVvic]

Figure 38: Comparison of invariant cross section as a fanadif p at fixedzr from NA49
(lines) with measurements from [8] at 100 (full circles) dntd GeV/c (open triangles).
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Figure 39: Comparison of invariant cross section as a fanadif x5 at fixedpr from NA49
(lines) with measurements from [8] at 100 (full circles) dntd GeV/c (open triangles).
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Figure 40: Comparison of invariant cross section as a fanatif 2 at fixed pr measured
by NA49 (lines) with measurements from [6] at 100 (full cas), 200 (open triangles), and
400 GeV/c (full triangles).
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comparable or exceed the ones of the comparison data. AHigadd e shows the point-by-
point cross section difference in percent with respect ®©NA49 data. If this difference is
completely defined by statistical fluctuations, its ratidhe statistical error, shown in Fig. 41c
and f, should obey a Gaussian distribution with variancéyumhis is indeed true for the SAS
data as demonstrated by the Gaussian fits superimposedtistbgrammes. In fact the mean
difference over the 107 points is less than 1% with an errabofut 1%. In view of the overall
systematic errors of 2% and 7% given for NA49 and SAS respalgtithis agreement has to
be regarded as fortuitous. More importantly however, theegent of the data within purely
statistical fluctuations helps to exclude systematic &féetween the two measurements as
well ass-dependences beyond the level of about 5%.

The experimental situation is less favourable with respet¢he data of Johnson et al.
Although their statistical errors are smaller than the @i&AS (see Fig. 41d) already the cross
section differences, Fig. 41e, show a very broad and offeced distribution. The normalized
differences, Fig. 41f, are off by nearly 3 standard deviaiavhilst the variance is around 4
units. Even taking account of a mean shift of the data by 16Btglwmight be in agreement with
the normalization uncertainties mentioned in their pwdilan, this indicates major systematic
effects which are also clearly visible in the direct data panson of Fig. 40.
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Figure 41: Statistical analysis of the difference of the sueaments of [8] (upper three pannels)
and [6] (lower three pannels) with respect to NA49: a) andrd)reof the difference of the
measurements; b) and e) difference of the measurementagd) difference divided by the
error.
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8.2 Comparison with Forward Production at ISR Energies and Extension of Data
Interpolation for 7+

As the identification ofr* suffers from the preponderant proton componentfor- 0.6,
it is of interest to try to make use of the large set of ISR daténe forward region in order to
extend the NA49 results on" to the same phase space coverage asthdata. The CHLM
Collaboration, Albrow et al. [15, 16, 19, 23] has publishézkable sets of cross sections in
the region0.3 < zr < 0.85 and0.3 < pr < 1.2 GeV/c. These data are more abundant
for 7+ production where samples gfs = 31, 45 and 53 GeV [19] as well as independent
measurements gts = 45 GeV [23] are available. Far~ only measurements gts = 45 GeV
[23] and a set of data at one fixed angle [16] have been publishe

The ISR data can be compared directly to the NA49 resultsanegion of overlapping
measurements. Far this is presented in Fig. 42 showing varioysdistributions at fixeg.
A detailed statistical analysis making use of a total of 1afagoints is presented in Fig. 43.
There is good agreement over the complete range of measoitemiéh the exception of a
series of points obtained gts = 23 GeV [16] which are clearly above the NA49 data by about
25% (open triangles in Fig. 42).
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Figure 42: Comparison of invariant cross section as a fanaif = at fixedp; measured by
NA49 (lines) with measurements at @k = 45 GeV [23] and b)\/s = 23, 31,45, 53,63 GeV
[16].

For " the situation is more complicated and summarized in Fig. T4 ISR data of
[19] obtained at,/s = 31, 45 and 53 GeV show good agreement (Fig. 44a) whereas the data
of [23] from the same collaboration show sizeable upwarttsbf about 20% in the - region
where they overlap with the NA49 measurements (Fig. 44b)th@mother hand this internal
discrepancy vanishes for higher values gf also seen in Fig. 44b. It has therefore been decided
to use the combined data of [19] and [23] in the appropriateanges in order to extend the
data parametrization of NA49 for". The statistical analysis of the [19] data is presented in
Fig. 45.
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Figure 43: Statistical analysis of the difference of the sueaments of [23] with respect to
NA49: a) error of the difference of the measurements; bedifice of the measurements; c)
difference divided by the error.
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Figure 44: Comparison of invariant cross section as a fanaf a)pr at fixedx» published by
[19] at+/s = 31, 45,53 GeV and b) at fixedpr published by [23] at/s = 45 GeV to NA49
measurements represented as lines.
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Figure 45: Statistical analysis of the difference of the sueaments of [19] with respect to
NA49: a) error of the difference of the measurements; bedifice of the measurements; c)
difference divided by the error.

All in all, the data comparison over a range ¢k from 17 to 63 GeV demonstrates
Feynman scaling to the level of a few percent both7#drand«~ in the range ofr > 0.4.
A more complete study of-dependence also in comparison to lower energies and foe mor
central ranges af - is outside the scope of this paper and will be addressed ithseguent
publication.

8.3 Comparison ofr* /7~ Ratios

A comparison of ther* /7~ ratios as a function of both in the Fermilab and ISR
energy ranges is given in Fig. 46 for varigusvalues. As expected from the comparison of the
single particle cross sections of [8, 23], the general agezw: is satisfactory with the exception
of the ISR data a{/s = 45 GeV in the lower range of .

It is however interesting to note that also the data of Johmta@l. [6] show reasonable
agreement as far as the ratios are concerned, which isyctEarfirmed by the statistical anal-
ysis presented in Fig. 47. This indicates that the largeegyatic deviations found in the cross
sections cancel out in the ratios thus allowing a furthecigeecross check of the NA49 data.

9 Integrated Data

In addition to the double differential invariant cross s&t$ discussed above, integrated
quantities such as invariant and non-invariant yields aartigde ratios as a function af- or
y, first and second moments of the distributions and finally the total pion multiplicity are
of interest. Such quantities are evaluated below and caedgarother available data. Integra-
tions are generally performed numerically applying Sinrmssparabolic approximation to the
interpolated data.
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Figure 46: Comparison of " /7~ ratios as a function of - for variousp; values measured by

[8] (upper four pannels), [6] (middle four pannels), and][@8wer four pannels) to the NA49

results represented as lines.
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Figure 47: Statistical analysis of the difference of the/7~ ratio of [6] with respect to NA49:
a) error of the difference of the ratio measurements; bgbfice of the ratio measurements; c)
difference divided by the error.
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9.1 pr Integrated Distributions

The distributions of the non-invariant and invariant ye#te defined as

dnfdar = 7/Ga - N/5/2 [ J/E - dp} ©)
F=[fap

dn/dy = 7/0imer - /f . dp%

with f = E - d®c/dp?, the invariant cross section. These quantities are surmethin Table 6
and shown as a function af- andy in Fig. 48.

The statistical errors are in general below the percent lgith the exception of ther~
data atrr > 0.55. The overall experimental uncertainties are thereforeptetaly governed
by the quoted systematic errors. This is in particular tordtie extrapolated data far" in the
phase space region abave = 0.55.

Further integrated quantities suchmas/7~ ratios, mean transverse moment(m) and
mean transverse momentum squajed are presented in Fig. 49 again as a functionofThe
distinct structures and in particular the differences leemvr™ and=~ in the first and second
moments of the distributions are noteworthy and will be discussed in SectiO.

T T T T
ap | F A Jdn/dop Al {pr) AT (p2) A F A ldn/dzp Al {(pr) A1 (P2) A || y| dn/dy dn/dy
0.0 |7.505 0.1320.959 0.140.2590 0.0§0.1015 0.1§ 6.832 0.1319.136 0.1$.2579 0.060.1009 0.1§|0.00 0.7418 0.6713
0.01 | 7.500 0.1219.640 0.13.2664 0.00.1062 0.1 6.704 0.1217.586 0.1$.2659 0.060.1055 0.1§|0.2 0.7327 0.6567
0.02 | 7.171 0.1216.348 0.110.2811 0.0§0.1165 0.1¥ 6.323 0.1214.334 0.1$.2838 0.060.1183 0.1§|0.4 0.7113 0.6281
0.03 {6.819 0.1213.344 0.110.2962 0.0§.1274 0.1¥ 5.865 0.1211.377 0.1$.3018 0.0¢0.1312 0.1§|0.6| 0.6894 || 0.6022
0.05 | 6.216 0.12 9.134 0.120.3276 0.060.1520 0.1¥ 5.180 0.12 7.550 0.1$0.3357 0.0§0.1579 0.1§|0.8) 0.6618 || 0.5760
0.075 5.519 0.1? 6.084 0.120.3571 0.060.1776 0.14 4.391 0.13 4.807 0.140.3683 0.0§0.1868 0.1§|1.0] 0.6334 || 0.5425
0.1 |4.963 0.1? 4.353 0.120.3763 0.0J0.1955 0.14 3.734 0.14 3.254 0.140.3912 0.0}0.2093 0.1§|1.2] 0.6015 || 0.4973
0.15 | 4.050 0.11 2.502 0.120.4010 0.010.2214 0.1§ 2.707 0.14 1.663 0.140.4240 0.0}0.2435 0.14(1.4f 0.5614 || 0.4426
0.2 [3.263 0.14 1.549 0.140.4170 0.0§0.2408 0.1 1.925 0.170.9091 0.1}0.4509 0.090.2728 0.1}}|1.6/ 0.5102 0.3841
0.25(2.619 0.20 1.007 0.2(0.4246 0.0$0.2520 0.1§ 1.437 0.240.5505 0.240.4625 0.110.2890 0.28|1.8 0.4509 0.3191
0.3 |1.959 0.260.6325 0.260.4395 0.18.2697 0.24 1.042 0.350.3355 0.31.4750 0.1}0.3046 0.3]||2.0] 0.3863 || 0.2534
0.35|1.462 0.270.4061 0.2}0.4634 0.18.2932 0.2§ 0.7280 0.370.2020 0.3}0.4857 0.18.3184 0.3]1|2.2 0.3186 0.1964
H
fl
9|

ivsimveimvsImevImY.S:

BT EST I PO IO

0.45 {0.8027 0.290.1745 0.2$0.4768 0.140.3112 0.24 0.3552 0.450.0772 0.43.4940 0.1$0.3312 0.3§|2.4f 0.2525 || 0.1462
0.55 {0.4439 0.650.0792 0.6%.4631 0.21.2964 0.5() 0.1544 0.780.0275 0.7§).4896 0.4(0.3232 0.74/2.6| 0.1924 || 0.1034
0.65 [0.2046 1.000.0309 1.0¥.4587 0.6(D.2915 1.1§ 0.0542 1.4(0.00820 1.410.4865 0.810.3269 1.58|2.8| 0.1420 || 0.0703
0.75 {0.0727 2.0$.00955 2.1(D.4501 1.0(0.2804 1.74 0.0157 2.9¢0.00205 2.91.4741 1.640.3068 3.05(3.0| 0.1018 || 0.0463
0.85 {0.0200 3.2%.00232 3.31.4040 2.6(D.2314 3.5(10.00355 5.98.00041 5.98.4345 3.440.2602 6.25|3.2] 0.0698 || 0.0298
3.4 0.0449 || 0.0179
3.6 0.0255 || 0.00966
3.8 0.0133 || 0.00446
4.0/ 0.00621 || 0.00179
4.2| 0.00247 || 0.000566
4.4 0.000755|| 0.000141
4.6 0.000208{|0.0000351
4.8/0.000039¢0.000006%

Table 6:pr integrated invariant cross sectidn [mb-c], density distributiondn/dzr, mean
transverse momentuipr) [GeV/c], mean transverse momentum squafed [(GeV/cy] as
a function ofzr, as well as density distributioin/dy as a function ofy for 7+ andr~. The
statistical uncertaintyA for each quantity is given in %.
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Figure 48: Integrated distributions af- and7~ produced in p+p interactions at 158 GeV/c:
a) density distributionin /dzr as a function ofc; b) Integrated invariant cross sectiéhas a
function of xr; c) density distributionin/dy as a function of.
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9.2 Data Comparison

Given the scarcity and generally incomplete phase spacerage of other experiments
the extraction of integrated quantities is liable to suffem sizeable systematic uncertainties.
This becomes evident by comparing theintegrated pion yields from [8] to the NA49 data as
shown in Fig. 50. Although the differential data are in gogck@ment with each other as shown
in Section 8.1, the use of simple exponential or Gaussiaampeirizations of the; distributions
for extrapolation into the unmeasured region®of[8] result in systematic deviations of the
integrated values which reach many standard deviatiorsresipect to the given errors.

lo:“""l"'l"““: L L e

Ty E =) L + g
2 I = 40l b) «oTU |
— I ] LL i v v i
= T T
1t 3 i ‘% * 1
: I 20p | ! ]
1 4 |
i ¢ !
i _ - + ¥ ‘} {[ 1
0.1 . 0 ! + + T
' 20/ i
0.01 1 .
[ 7 -40 | i
0.001 P (O R E T R I P R R i
0 0.2 0.4 0.6 0.8 1 0 0.2 0.4 0.6 0.8 1
XF XF

Figure 50: a) Comparison @f- integrated invariant cross sectidhas a function ofz for 7+
and7~ measured by [8] to NA49 results (represented as lines); b)ablen of the measure-
ments of [8] from the NA49 results in percent.

The EHS experiment [10-12] which is directly comparable #48 in terms of phase
space coverage and potential particle identification aéifyjabnd which has accumulated a
sizeable data sample of 470k events at a beam momentum of &0 Gas only published
pr integrated distributions of the invariant and non-invariaross sections. The results are
compared to the NA49 data in Fig. 51. As shown by the percentiagiation of the invariant
yields (Fig. 51b), a consistent upward shift of about 12%vident up tor» ~ 0.35. This shiftis
not compatible with the precise fulfillment of- scaling exhibited by the ISR data fop > 0.3
in the same energy range as discussed in Section 8.2. Theaiesl a normalization problem
of the EHS data. Abover = 0.35, the EHS results show large and evidently unphysical
systematic effects especially for the yields.

It is interesting to also compare the non-invariant dendigyributions,dn/dzr, as pre-
sented in Fig. 52. The increase of the percentage devidbielngvz - ~ 0.15 is entirely due to
the energy dependence of the functional relation betweerma@riant and invariant yields,
equation (9), as shown by the superimposed line in Fig. 58l Telation predicts fok-
independent invariant cross sections a linear increasamitle density with,/s atzr = 0.
This is evidently borne out by the data. A more detailed dismn ofs-dependences will be
carried out in a separate publication.
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Figure 51: a) Comparison @f integrated invariant cross sectidhas a function ofr - for 7+
and7— measured by [12] to NA49 results (represented as lines);dv)diion of the measure-
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Figure 52: a) Comparison of density distributidn/dzx as a function ofc for 7+ and 7~
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A comparison ofpr integratedr™ /7~ ratios with NA49 is possible for the data of [8]
and [12], whereas mean- and mearpZ are only available from [10] and [12]. The summary
of these comparisons is presented in Fig. 53.

The /7~ ratios of [8] are in fair agreement with the NA49 results vdeer the data
of [12] deviate aboverr ~ 0.3. The first and second moments of the distributions show
an upwards trend also below thig value which complies with the expectedlependence of
these quantities.
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Figure 53: Comparison as a function.of of a) 7+ /7~ ratio measured by [12] (full circles)
and [8] (open symbols), b) mean of 1~ measured by [10], and c¢) meah for 7+ and
measured by [12] to NA49 results (represented as lines).

9.3 Total Pion Multiplicity

The integration of then /dx r distribution presented in Table 6 yields the following tota
pion multiplicities:

<n7r+) = 3.018
(n.-y = 2.360
(r/m7) = 1.279

The statistical errors on these quantities are negligibtegared to the overall normalization
uncertainty of 1.5% given in Table 3.

9.4 Availability of the Presented Data

The NA49 data are available in numerical form on the Web S 4s far as the tabulated
values are concerned. In addition and in order to give adogs® complete data interpolation
developed in the context of this publication, two large s¥ts™ and7— momentum vectors
(5-107 each) can also be found on this site. These files are obtajn@d/fwnte Carlo technique
with importance sampling without weighting. By normaligiwith the respective total pion
multiplicities and the total inelastic cross section giadrove, distributions of cross sections in
arbitrary coordinate representations and with arbitranping may readily be obtained. This
might be found useful for comparison with production modetsng Monte Carlo methods
with finite bin sizes especially in view of the importance afiing effects demonstrated in
Section 5.7 above.
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10 Discussion

The purpose of this paper is the establishment of a compheténdéernally consistent set
of inclusive pion cross sections at SPS energy. As such,dteerday serve as a basis of com-
parison with other hadronic interactions, in particulathagollisions involving nuclei in p+A
and A+A reactions. There is however, another important@sgfehis work which is more di-
rectly related to the status of the theoretical understanai soft hadronic collisions. This status
might be described as deeply unsatisfactory due to the faeliability and predictive power of
present attempts in the field of non-perturbative QCD. Inpitesence of sufficiently consistent
and precise experimental information, both the multitutladshoc microscopic multiparame-
ter models and the attempts at a statistical approach t@hi@dnteractions fail to describe the
detailed structure of the data even on the most primitivellef’single particle inclusive cross
sections. It is outside the scope of this publication to peatwith a detailed discussion of these
problems which has to be left to subsequent papers. Two @sgechowever worth mentioning
here. The first concerns the important local structure l@ditbthe data, the second addresses
the s-dependence.

10.1 The Importance of Resonance Effects

Distinct local structures are visible in all inclusive dibutions shown in this paper, in
the x or y as well as in theyr dependences, in the' /7~ ratios as well as in the moments
of the py distributions. These structures are significantly diffeérfer 7+ and7~ production.
Similar structures have been first observed in a more restriexperiment at the CERN PS in
1974 [34] and discussed in relation to resonance decayctpldg using the measured inclusive
cross sections for the low-mass mesonic and baryonic resegaandA** such structures are
readily predicted if the mass distribution of these resaears properly taken into account. The
known charge dependence of mesonic and hadronic resonaytecfion in p+p collisions also
implies a distinct difference betweert and7— as observed in the data. These effects will be
discussed in detail in a separate paper. Here, only someafygiamples like ar dependence
at fixedz, anx dependence at fixed-, and the meapr as a function of: - from p andA**
decay are shown in Fig. 54, demonstrating that the saliettifes of the data are predicted
already from this very restricted set of resonances.

Evidently a number of questions are raised by this arguniientdt is of course known
since a long time [35] that the vast majority of all hadronenedrom resonance decay. There
has however been a surprising lack of attempts to assesed@heansequences of this fact
for all aspects of the inclusive distributions. In addittorthe local structures discussed above
also the fullzr and p;r dependences proper can be reproduced from resonance devay i
appropriate yield of higher mass resonances is allowedr'fue. past estimates [35] have only
taken account of a very limited number of mostly mesonicmasges in the low mass region.
There is however good reason to conclude that a much largetidn of the almost 200 listed
baryonic and mesonic resonances is produced in p+p int@nacnd contributes via cascading
decay. A measurement of inclusive resonance cross seetglhiseyond the lowest-lying states
therefore becomes mandatory for any progress in understaatiboth the inclusive sector and
particle correlations.

10.2 Energy Dependence

The problem of the--dependence of the invariant cross sections is touched inpibins
paper only in the very limited forward region ef- > 0.3 and in the range of7 < /s <
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Figure 54: Monte Carlo study of a)- distribution at fixedr -, b) z distribution at fixedpr, €)
meanpr as a function ofc- for 7" resulting fromp andA** decay.

53 GeV. This extension iR/s is necessary due to the lack of comparison data in the moretmm
diate neighbourhood of interaction energy. It demonssrdtes-independence of the inclusive
Cross section, to a few percent level, in this area. Thistigdiorresponds to the well-known
hypotheses of limiting fragmentation [36] and FeynmaniagdB7]. From the physics point of
view these hypotheses have the dual aspect of the manibestdfragmenting excited objects
or of a direct trace of the partonic structure of the collgdhadrons. As such, a more detailed
scrutiny also at lower and higher energies seems indicatad.study meets, in the lowey's
region, with the usual problem of the scarcity of consistiath sets. At/s values above the
ISR energy range there is in addition, the basic experinhpndédlem of access to the forward
kinematic region. Already at RHIC energiggs = 200 GeV, the present experimental equip-
ment is limited tarr < 0.15 at the mean transverse momentum of the produced partidies. T
limitation becomes more and more restrictive with increg®nergy app colliders and at the
LHC where at best some studies around= 0 and in the area of diffraction are feasible.

The zone atr = 0 has, on the other hand, its proper interest due to the fathtra
the bulk of pionic multiplicity is produced and that the inzant cross section shows a steady
increase with/s, the "rising rapidity plateau”. These effects are not tadhpon in this paper
due to the principal problem of feed-down corrections aidlesd in Section 5.6. As the ISR
data for example are uncorrected for strangeness feed;doicorrection has to be performed
before any reliable conclusions can be drawn. In a more gésense, the subsequent crossing
of flavour thresholds and the saturation of correspondintgha yields with increasing/s,
from SU(2) at the PS/AGS to SU(6) at the LHC, poses considenatoblems both on the
experimental and on the interpretation level. A more detadiscussion of these problems has
again to be left to a subsequent publication.

11 Conclusion

A new and extensive set of inclusive cross sections for prodyction in p+p collisions
at the CERN SPS is presented and compared in detail to exidtita in the corresponding
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energy range. The new data cover the available phase sp#dta wonsistent set of double-
differential cross sections and with systematic and sieaisuncertainties well below the 5%
level. This precision allows for the first time in the SPS gyaiange, the observation of a rich
substructure in the data. This structure pervades all lohikelusive distributions and precludes
any attempt at simple analytic parametrizations. It is adimanifestation of resonance decay.
The importance of this building-up of the inclusive pasidistributions, over the full phase
space, from the decay of resonances is again stressed,aasptdfound consequences for the
understanding of particle production in the non-pertuveadector of QCD. The new data may
also serve as a basis for comparison with the more complewhigccollisions involving nuclei

in p+A and A+A interactions. Data in these areas will be pded, with similar precision, in
upcoming publications.
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